


D"'b""\"""ﬂ“ ocCondung 40 DIN EN 130 Gooo: 2018

Quality N Quality Management X
Degree to which a set of inherent Coordinated activities to direct and
characteristics fulfils requirements. control an °rga“'2f=‘|t_'°n with regard
section 3.6.2 to quality. ion 34

Quality Management System

Process
Part of a set of interrelated or interacting

elements of an organization related to
quality in order to establish policies,
objectives and processes for achieving

Set of related or interacting actions of the inputs
used to achieve an intended result
section 3.4.1

these objectives

section 3.5.4

Quality \ten boetodion
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What are Characteristics in Terms of Quality el
Management? Consequences of Poor Quality e E
Characteristic: Properties for izing or distinguishing units. %90 % of the customars, who are dis- “Each of hose customers will com
satisfied with the quality of a pro-. municate his displeasure to at
duct, will avoid it in the future” least of 9 and as many as 20 other
i - persons;,
Physical - lost
characteristics Functional features Q ﬁ 10% — p g‘ k X customer X K
~Pover *Top speed .~ O\ XXX X XXX
« Length + Performance
*Angle + Tropic
« Temperature 49
Charac- *Each satisfied customer will =
teristics 96 % indicate this to at least 5 other 3
pergons.
ey Only 4% o the dis- 888848
e e e satisfied customers
« Smell will communicate LIt costs 5 times more time, energy and money to
s their displeasure.* acquire a new customer than to keep an old one.
Time-related aooniect
characteristics OLEED
« Reliability * Look
* Availability * Volume
Changes when evaluating the Importance of Costs, luntun]
Target Date and Quality from the Customer‘s Point of . Motivation for Quality Management EAl
View
100 % - Discontented customers with QM:
- High failure costs
| - Rework, repairs and scrap
- Disorganization in production facilties
- Long production and delivery periods
- Unqualified and unmotivated workers.
without QM:
Importance
+ Consumer-oriented work, continuous
satisfaction of customer
+ Avoidance of failures, elimination of risks,
0% targeted actions
+ Continuous improvement, to aspire after
innovation
] + Motivated and qualified managers and
Purchase Agreed date time workers
decision of delivery

| History of Quality Management | EA History of Quality Management Il

EA

Quality Management:
coordinated activities for leading and controlling an organization in terms of quality. (ISO
9000:2015)

1900 Quality Control &
AP TV D
/1%

Sorting out parts Quality of processes Quality Management for
1920 for quality control Customer Orientation
L)

Preventive Quality Assurance Quality for the Entire

Preventive qualit i . Organization

control ¥ o0 Failure prevention with FMEA Quality of services

SPC RPN=SxDx O Total Quality Management

L

2 ! RPN : Risk priority number .

g 1960 S: severity evaluation grade Business Excellence

H D: detection mode

s v, O: ocourrence evaluation

g

g s ) _—
— Quality of administration

SPC: Statistical Process Control t FMEA: Fallure-Mode and E
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! Quality Management System

Management Responsibility
+ quality policy und quality objectives

+ customer orientation M\
+ isation of quality ibil
+il ions, il ion flow, internal icati /

+ methods and techniques of quality management

+ staff, facilities, technical equipment and work environments
+ standardized quality data base, data analysis

+ motivation and training, skill improvement

+ complete documentation regarding to quality

+ continuous improvement

= QUALITY MANAGEMENT SYSTEM

Quality Management System: Part of a set of interrelated or interacting elements of
an organization related to quality in order to establish policies, objectives and
processes for achieving these objectives. (DIN EN ISO 9000:2015)

Quality Management System Requirements ‘E&'_ll‘:'

Quality Policy
overall intentions and direction of an
organization with regard to quality,
as formally expressed by
top management

Quality Planning
activities that establish the objectives
and requirements for quality and
for the application
of quality system elements

Quality Improvement
actions taken throughout the organization
to increase the effectiveness and efficiency

of activities and processes in order to
provide added benefits to both the
organization and its customers

Quality Control

Scope of Quality Management

operational techniques and activities
that are used to fulfil
requirements for quality
Quality Assurance
all the planned and systematic activities
i within the quality system,
and demonstrated as needed, to provide
adequate confidence that an entity
will fulfil requirements for quality

Quality Monitoring
ing and vorki

the status of an entity and analysis
of records to ensure that specified
requirements are being fulfilled

From Function oriented to Process oriented Perception ‘E‘l}‘ﬁ.‘ EA

Fanona v }

Requirements of
SP510SP2

Loss of information = : C C C
atinterfaces. A o
- > 5 )
SP: Subprocess

i [ e \

Five Levels of Approaches in Quality Management

Attractiveness on Market
ing
Organisational culture ind so Basic tenor

[ Wi
Quality Control Excellence Awards [RAACRSRARNE

_ Guidelne

Tactic/Methods. Qerating  Design- SPC  Approach
procedure | QFB s Review FMEA  DOoE poontrol APP

Philosophys

Strategies
Systems

Tools 7 New Tools ~ Shainin- Problem  FMT- Hard-and

ites 7 it
Toolsand utiltes  orqm  of QM tools solving tech. Gerite Software Activities

VA: Value Analysis

=

latul
EMT

Quality Management

o Ua; >
way of thinking ty support by computers

trategi Urg,
brocedures "% | technical equipment
methods motivation software
tools documentation network

Staff

54 g
- staff qualification E A
- staff motivation H

- staff achievement =

Products
- methods
- quality characteristics Processes
- quality index

- product analysis - methods

- quality index
- process index
- process analysis

Organization

- company structures
- hierarchies

- responsibilities

- connecting u

Overview of Quality Gurus

| Goals Il Content Il Methods |
Deming t Continuous improvement of Process orfentation, statistical  PDCA-Cycle
1950 products and processes methods
Jurant Process of a systematic and Qually planing, Pareto-Principle, focus on
1954 Gontinuous quality improvement  Quality check, meaningful problems

Quality improvement

Taguchi P Gooffthe Qualty loss function,
1951 statstical methods
Grosby T Zero-defect program, conformance  Measure for qualty: price of _ Four rules of Crosby
1961 of requirements non-conformance
Felgenbaum  Value oriented view on qualiy, Total  Qualty costs are a measure for _ Structuring of processes
1961 Quaity Control quaitty
Ishikawa T Network of
1968 relationships
Shainin t Design of experiments for the Concentration on the significant ~ 7 tools of Shainin
1980 continuous production factor (Red X)

Enhanced Quality Loop

“Basic principles ™ Disposal
+7 Tools; 7 New Tools.

Strategies
« Management skills

/ e
o
AL - Acceptable Quaity Level Parts from suppliers

—
DoE - Design of Expariments. From the cycle

SPC - Siisical Process Convol o natural resources ) Raw materlals/Seml finished parts

QUS - Qualty Management System

GFD _ Quaity Function Deploymant

FMEA - Faiuro Modes and Efect
Avasis

RPN~ Risk priofy number




Content and Components of I.El\'nf
Total Quality Management (TQM)

= Cross-divisional and cross- = Quality of products

functional and materials

= Inclusion of all company = Quality and capability
employees of processes and

= Entire customer-supplier systems
chain Continuous = Quality of work

improvement = Quality of the

= Customer focus of
processes company

* Internal customer
orientation

= Company policy, goals

= Quality policy, goals

= Leadership structure and quality
= Teamwork and learning ability

= Responsibility

Quality Management Quotes 'j':_‘i\'j'i_il

“If you stop getting better, you have stopped being good”
Philip Rosenthal, *1916 entrepreneur

“Do it right the first time"
Philip B. Crosby, *1926 quality guru

“Quality is everyone’s job”
Armand V. Feigenbaum, *1920 quality guru

“Quality is not a coincidence, but always the result of
hard thinking”
John Ruskin, *1819 English social scientist

“The is the most imp part of the pi ion line “
W. Edwards Deming, *1900 quality guru

“Quality is when the customer comes
back and not the product”
Dr.-Ing. Karl Grund, head of development at
Hewlett-Packard

“Quality exists , when the price is long
forgotten ”
Frederick Henry Royce, *1863 entrepreneur



Measurement Scales |

EMT

Measurement Scales Il

EMT

FAU

| Measurement scales |

Qualitative
(observable)
variables

Catngorieal Categorical Discrete Continuous
variables variables variables variables
(nominal (ordinal (countable (measured

data) data) data) values)
e.g.: number of
) e.g.: grade point scratches per e.g.: length/
e.g:: red, yellow system 1,2,... sheet metal part X meter

Information Content

>
_J

Q- Example of Zacks cate g

Application of Statistical Methods in QM

EMT

Descriptive Statistics

Inferential Statistics

Categorical variables : Nominal variables

Nominal variables, also called categorical variables, represent the lowest level of measurement.
The values of their characteristics can't get prioritized. The data does not possess an
orientation. Examples: Red / yellow / green, etc.

Categorical variables : Ordinal variables

Ordinal variables, like nominal variables, classify persons or objects but also rank them in terms
of the degree to which they possess a characteristic of interest. The values of their
characteristics can get prioritized. The distances between the values can be arbitrary and are
therefore not interpretable. Examples: Grade points; sailor / captain / admiral etc.

Discrete variables : Countable data
The surveillance provides integer values; an intermediate value is not possible between two
incidents. Examples: paint flaws per sheet, etc.

Continuous variables : Measured values
Each observation is assigned a value, which assumes continuous values.
Examples: diameter of shaft, length of a bolt, etc.

<

g Whok Qe Mokistics weaded jon
m Qm?e

Information Content

5 Samples: Sample size § §
Procens W wors Evaluation of Confidence interval Analysis of Variance
results (samples) relevant (numerical) Confidence level 1- a (ANOVA)
ics
Measured value for :>
- Form
- Poslton el S Statistical Tests Regression Analysis
- re“sls‘::ce - Frequency - t-Test: Test for Difference in Means - an'a'l R;sressm_"
- F-Test: Test for Difference in Variances | | ~MulfiPle Regression
>| Process } I—P
Analysis:
Correction + Mean and Standard Deviation
« Calculus estimate
| distributed?
o « Calculation of confidence interval
Validati i . .
aton + Conclusions for the basic population
« Calculate control limits.
« Acquirement of significant values
Methods in Quality |
Statistical Methods
Descriptive Population Estimation
statistics. sample procedure
T
T

[ dmersoat ot ovgratvaies |

1
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Correlation Table.

Table of frequendies
Frequency Distibuton

| Histogram

Frequency Polygon | Ogive |
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Statistical Indices | [ Statisical Indicos |
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Descriptive Statistics: Measures of Central 'ﬂ‘b”i' Descriptive Statistics: Measures of Variability 'ﬂ'ﬁﬂil
Tendencies
Given: Given:
Sample with a size of n = x;, X, X3, X4, - Xy Sample with a size of n = x;, X, X3, X4,
Searched: Searched:
Measures of central tendencies. Measures of Variability for indication of how much scatter there is in the sample
Arithmetic Mean: Median: Variance: Range:

Root Mean Square:

5 {(

X((n+1)12) If odd number of scores
X(n/2) + X(ns2+1))/ 2 If even number of scores

Mode (modula value)

R=Xac =Xin

Xmmin - smallest measurement

mi

Xmax - biggest measurement

a Mn_, D = most common value in the
= Tx
n& i sample
Statistical Methods in Quality Management II huitu] i Isti I I st =
ty g EMT |, Statistical Methods in Quality Management il T EAU
| Statistical Methods r | isti |
D ti ulation, Estimation Verifying and Correlation, Descriptive Population, Estimation Verifying and Correlation,
e | O | G | | s, | | e || e | [ e | | o | | R
variances T variances

Aim

Population
N

npulannn
N

probability calculus’

statistics

Tasks

Estimating the parameter
of the population

[ s |

[Eosivamen |

Variance 5°

| [Famae o] [Doemior gporess]

Introduction to Probability Distribution 'ﬂ'ﬁu_;.'

[ pistrioution of Population is known _|

Buanttatve paramete
Tmproving the

—— i —

Estimation acouracy

ualtative parameter]

Point ostimation

‘Confidence
estimation for

Variance of

Methods of moments

The pt ility of a istic is the relative with which this
appears within the population. It's defined as:

Number of elements with the characteristic x n,

P(x) =

Number of all elements in population N

For tests with samples there are two basic approaches:

= The ing test disti

good/bad, existent/not existent.

two antithetic (di: ib ofa istic like e.g.

= The measuring test regards an attribute which can embrace continous (steady) values.

Against the form of the characteristic values (discrete or steady) there are used
different probability distributions for describing the interrelationship between a

value and the freq P y the pi y of its app
e [ E
Normal Distribution et EAU
) « 99,999936% >
-« 99,994% »
o \%
fix) = FOR «68,26% \ 7,
(Probability Distribution e
unction)

L

T T T
WSo pAG p30 p20 B M pro pido pe3c pHéS piSo
-—

I
% = Variance

en? N G-
267 o

f(x)=

eriance %5 varon vopsion
Binomial cstibution \
oo % T aen % SOOI oo
ility Distributi ol
Probability Distributions ey |
n o x nx et
P"‘p(xlz(]pu—m P, (x) =
X, x!

G
207

N(wo) ==

‘ Continuos Distributions | ‘ Discrete Distributions

No - ne2.d 49 meamem "
hamempe, 9»::»\ (ke

Confidence Region of Mean and Standard Deviation for ! E,
a Confidence Level 1-a=95%

s e

1

L 5] ,
Standard deviation: (-1 st a=55%
+ Estimation via c* distrbution | 72, 24,
+ Confidence interval not 20

f

symmetrical about expected "
value [_n-1 .
o3
V2o ez gt
Voo
4 16 1 2 4 610 20 4060100 200 400 1000

b L El Quaniyn
e

o i Mean:
1) ——E2 + Estimation via t-distribution
s + Confidence interval i
about expected value
vl
T2 46 10 2 w60 2w a0 10

L E—— P Quantity n




Statistical Methods in Quality Management IV vy |,E/A\\U

| Statistical Methods ]
Descriptive Population, Estimation Verifying and (rg:\sastm
statistics sample procedure testing methods e
| variances
Test for outliers Trendtest Parametertest L

testing methods

Mann-Kendall-Test

tTest Probabilty grid

Cox-Stewart

F-Test [Fest on skewness and kurtoss

Tost for hills and valleys

Cochran-Test ¢ -Tost

Scheffé-Tukey Kolmogorov-Smimov-Test

ND: Normal Distbution

Analysis of Variance |

Aim:
The goal of Analysis of Variance (ANOVA) is to test for
significant differences between means

Approach
For the simple ANOVA the samples are classified to k
groups. The number of groups are according to the k
levels of the factor A.

Parameters
Mean and empirical Variance
of the i-th Group:

Overall-Mean and Overall-Variance:

Source: Wi

FAU

hutunl
it

Group 1 Yir-Yiz-Y-Yn | Vg
I T
arok [Peaya |

total y

S 1k >
k: number of experimental lines n: experimental runs Y=y EY‘ i
Regression Analysis | il EAU
gressio ysis EMI =A
Goal:
The goal of regression analysis is to determine the values of parameters
for a function that cause the function to fit best a set of data observations. 4
¥ =f(x:)
Assumptions:
In the linear regression model, the dependent variable is assumed tobea %
linear function of one or more independent variables plus an error 0
b idual idual;
introduced to account for all the other factors: “ e-osidual enor residual) 5
t
Vi=Bo+Bxi+ o ﬁ?‘ !
With: 2
s 5 [ 1
B, L T Y
Efe,}=0 i o T en
g & Error term 1 I
Vig}=co? E: Expected value s ‘L J .
V: Variance °
w0 400 s0 e 700 800
. goax a . Tuntyl B ARt
Basic Model of Statistical Methods in Quality i |,|;/Aﬁ%\‘g
Management
Infer from the known sample to the
unknown population
crmetanss value for the parameter Q
Withdraw a Testing of hypotheses and Hypothesis testing and distribution
random-sample parametric tests. testi
Paramter hypothesis Distribution hypothesis
feature characeteristics
Preparate the dal
« graphical Phrase the zero hypothesis and the
« tabular alternative hypothesis
« calculative Source: Peter:

thod

itV

in Quality M

FAL

I istical Methods I

testing methods

Descriptive
statistics

Population, | |

Estimation
sample procedure

Verifying and |

[oasivarances ] Rogessonamaes | [ Amatyes o comsiation

=

Analysis of Variance Il

Tunstunl
EMT

EAU

The analysis of variance examines samples as an estimate for the basic population at correlation. Therefore,
the sums of the squared deviations are applied, where one refers to the deviations from the overall mean.

Sum of the squared deviations

I D N

Disjoint the sum Into two parts

K o o_2
Q:nz Wi—y) +k(n—1)s? =Q, + Qg
=]

Qy: Dispersion due to the change in the level of factor A

Qg: Residual dispersion of the test, regardless of the factor level

FAU

Regression Analysis Il

Model: §¥=bg+bx
y The usual model of
Estimation for the

o regression model is

Ordinary Least Square
(oLs)

(vi=9)=4a=f (bo,by)
Request:

El(Ay,)2 =Min
Criteria:

> (ay,)* =Min
Sevan ooly ?I Quolit
> Cousa - and Shect 0

b3
12 3 4

iogham (Ihitcaon

¥ Paye to Omolys e
> 4

? Tally shaexs

¥ Cowtngl

¥ Hitg

¥ Cooralotion Diaghom .



The Basic Tools of Quality Management

Data collection

Cause-and-Effect
Diagram

Control Chart

Tally Sheets Histogram

Data analysis
=

L.

Pareto-Analysis
(ABC-Analysis)

Correlation Diagram

Flow Chart

Cause-and-Effect Diagram (Ishikawa Diagram) Il

Tuntul
EMT

EAU

People Machines
Time

Velocity

Leadtime

Maintenance Handling

Preheatin
Plan of attendace Aorasion \ zone

Temperature
rofile

Control Process capabilty  \ | Norpower\

Adjustment of the machine P

. Air convection
Quality consciousness Process variation

Quality of
- Soldering
Interpretation Density Type, Season Awkward
Algorithms s Room- position
Physical characteristics temperature
Measurement Tin-sold: o
detection fn-solder Air conditioner Air draft
Compuifiding Atmospheric
Resources molstur
Methods. Costs/Quality ~ Materials O
Histogram b AFAU

Description of the basic tool histogram:

For the histogram the range of a characteristic is classified in partial intervals

(categories) and the frequency of appearance of every partial interval is graphically shown. On the basis
of the chart one can read the probability distribution of the characteristic with its mean

[l

Boundary conditions:

= Current and
100%

representative data 16 90% 100
has to be available =14 86% > o
= Alarge amount of data g g
o 12 75 5
increases the statistical 2 3
informational value of £ 10 - 8
the histogram o 8 9 50 '3
= Reasonable choice Zs 3% £
of the number of 2 4 6 6 2% 2
Ed
intervals k N s 4
2 | 2 0
n: number of 47,0 476 482 48,8 494 50,0 mm 50,6
measurements
Example: Control Chart il EAU
: Mean of Sample in control chart
ucL
[
LcL
time
£ Standard Deviation of ‘Sample in control chart
usL
ucL
time

UGL = Upper Control Limit
USL = Upper Specification Limit

LCL = Lower Control Limit
LSL = Lower Specification Limit

Cause-and-Effect Diagram (Ishikawa-Diagram) | ‘EI‘I‘JI

FA
Description: g

The cause-and-effect diagram displays all relevant factors of an arbitrary process. Junctions with detailed
characteristics incur through the main knotsof the individual categories, e.g. ,abrasion* by ,machines".

Goal:

‘The Cause-and-Effect Diagram (Ishikawa Diagram, Fishbone Diagram) is responsible for the analysis of a defined
problem regarding its possible causes. Possible and well-known causes and influences are displayed graphically in
connection with possible effects and problems.

Application area:
« Complete overview of possible and actual causes

« Graphical display of verbal connections

« Tools for interdisciplinary teamwork

+ Determining the accumulation of faults and analyzing the causes.

Boundary conditions
+ The analytical problem must be clearly defined

+ Causes must be described in a short und precise way
« The 5M or 7 M help group causes together

Frequency Distribution (Tally Sheet) ‘EMII

Description of the basic tool frequency distribution:
The frequency distribution demonstrates the frequency of the occurence of
several failure classes ively the frequency of of
numerical data in certain intervals.
Field of application:
+ Determining the accumulation of faults and analyzing the causes.
Type of failure | Aug. 23 Aug. 24 Total
Scratch HH I + AN 32
Dent 1] H 10
Corrosion ] - 9
Staining T [t T %
=X Part missing | I} 4
Assembly error - 1l 10
Other 1] | 3

Control Chart

EAL

Goal:

Quality control charts are forms to collect and graphically display measurement data
and/or statistical values or discrete variables derived from production processes in
order to compare them with pre-defined action control limits. When exceeding these
pre-defined action control limits, for i must be il

Field of application:
« Graphical display of production process data

and
« Verification of the capability of self-control of the production process

Boundary conditions:
. ion on the and i
value and standard deviation are necessary

of statistical values such as mean

Types of Control Charts with variable
Characteristics

Selection tree for control charts
with variable characteristics

Formulas for variable characteristics

Karentyp. st Gesamtwert drk
Sichproben
Proscssdurchichoie)
NSNS

Engitgrenzen

variable
charateri

Tiekane

‘small sample size

with median value || 1279 sample size

small samplo siza =
o WsKarte

B R
| [ {

‘ R H Heansanors H O

[ e || eaw || XRew ]




EAL

Pareto Analysis \er_rl

Description of the basic tool Pareto Analysis

The Pareto principle says that a problem, that can have many causes, in reality
only has very few relevant causes. For this reason, it is advisable to find out
these causes and to analyze them in detail.

The Pareto Analysis (ABC Analysis) structures the causes
i ing to their i

Procedure:

« List all causes

« Allocate and assign data %
+ Display graphical (ranking)

Goal:
The goal of the analysis is to create a statement, which problems should be attended primarily
and which methods for improvement can be expected by solving these problems.

E le: Pareto-Analysis Il "E‘I‘t‘l&l

Step 3: Allocation of values
“Costs”

Step 4: Determine the
progress graph

Rank3 Rank4 Rank2 Rank 1

luntunl
Flow Chart 'EMT
L.
)
Activity 1
[ ! 1
Activity4 ~——  Activity 2 Activity 3
Activity 5 Activity 6
Visualization of
= Connections
= Gradients
= Divisions
) f [
Correlation Diagram BT

Aim:
Correlation diagrams describe graphically whether there is a correlation between two variables

Application area:
« Graphical display of the nature of the correlation between two factors
(strong or weak)
« Deduction of information on the nature of the correlation between two factors (positive or
negative)
. C: ion of the

from the ical data

Boundary conditions:
+ Up-to-date and representative data must be made available
« Causal connections cannot be derived from the correlation diagram.

Example: Pareto-Analysis |

wt  FAL

Step 1: Collection of Data Failure report | Week 1 | Week 2 | Total | Ranking E
Material defect | 40 40 80 1
Color error 20 12 32 3
Corrosion 30 35 65 2
Others 5 7 12 4
Total 95 94 189

Step 2: Development of a

Pareto-Graph
Sourca:
Tt
Flow Chart "t
Goal:
Flow diagrams describe of action. inning at a
starting point, the instructions are clearly structured with the help of symbols.
Application area:
- Graphical display of action sequences and action possibilities
« Verification of complex action sequences regarding completeness
+ Tool for interdisciplinary teamwork
Boundary conditions
+ Action sequences and action possibilities must be described briefly and concisely.
Benefits
+ Complicated activities can be checked for completeness.
+ Possibilities of action become manageable.
« Logical inconsequences can be detected while creating the flow chart.
* Flow charts are ing a i
. lutunl E
Example: Flow Chart el E
Check the lot "0 Send lot back
sart ¥ ot supper otok? o suppler EQ[
ves L
Carry parts to
the production
Produce the
products
Check the Dispose
products product
start/end Rework the
—— Flow of Control product
Activity/
Processing Step
<> oecision
Package all Deliver products
(O connection to other fow charts) oroducts | omer | ¥ End
. . g =
Example: Correlation Diagram * EL

positive correlation (strong) no correlation

positive correlation (weak)

Y
DA
.®
e oo o
. )
) complex correlation
y .
X X X




Fundamentals Il
The 7-W-Questions

FAU

EMT

c
ggndamentalsl \AJN e SSW %&Sh: |

The 7-W-Questions help to structure
data and information acquisition,
as well as problem solving:

58 is a method for ir and workplace Work and
occupational safety are improved, search times are reduced and employees are motivated. With little effort
and cost, errors can be avoided and deviations can be discovered before they cause errors.

«Why?
/ * Which?
* How Many?
Seiri Seiton Seiso Seiketsu Shitsuke
Select Sort Clean Standardize  Self-discipline + Where?
Throw away or Al required Clean the Standardize * Who?
remove waste and | | materials should workplace, each el Practice 5 daily.
materials not have a suitable | | person shouldbea | | - MATE g Make it a way of
needed at the place for quick “caretaker" for his ordor lfe. + When?
workplace. reuse and storage. or her place. '
* With what?
Fundamentals il "E”I”‘I‘I"‘ IE Wh s +€

Deming’s PDCA-Cycle (Systematic Procedure) from SixSigma philosophy)

What is itabout?  Where is the benefit?
A systematic procedure leads to efficient problem solving.

How should | proceed?

PLAN
- Identify and analyze
problem po
- Find and evaluate - Determine action plan
approach - Realize action plan

- Institute measures

'CHECK
- Evaluate measures

ACT
- Codify changes

- Document results and - Evaluate results

present them Goal B
- Use experience _Measurable and verifiable
improvements

PDCA - Cycle

n
what o # wo ooy ,
The Seven Management Tools . EAl
W hat ', “gage '

(7] “3 o
The basic tools of QM are insufficciently effective when complex problems and incomplete dat llections are involved.
The seven management tools have been defined in order to supplement the basic QM-Tools:

Affinity Diagram

diagram

Affinity Diagram

analysis

Problem solving

Summarization of information by:

/

Tree diagram

Portfolio Matrix table Collection and arrangement of the data
olo Summarization in chief groups
+ Clarify the problem
+ Encourage the formation of consensus
within group
Network plan Decision tree

- Reslts subjective; dependant on the
team

a
- Often difficult when problems are
demanding

Solution

Affinity Diagram

[
it

E

O

=]

Example: Describe quality problems
Which failure or defect occurred?
Where did the failure or defect occur first?
When was the problem identified?

How many units are affected?

Where should the data be acquired from?
Who is responsible for the data acquisition?

Example: Plan Data Acquisition
Which data will be necessary?
Why is the data acquired?
How much data is necessary?

Example: Eliminate quality problems
Which measures are necessary?

How much personnel, material and time is necessary?

When can the measures be implemented?

Who will carry out the measures?

d Fundamentals IV - DMAIC Cycle (approa

Management Tools for Information Analysis

Management Tools for Finding Solutions

6¢6."”

Define
= Goal of the project defined
(measurable and verifiable)
* Record boundary conditions
Measure
+ Describe the current situation using appropriate
data

= Collect relevant data
Anal
= Analyze data to determine root causes of the

lem
* Identify possible starting points for a solution

Improve

* Develop improvement measures

* Implement improvement measures

Control

* Check the results of the improvement measures

* Depending on the result: look for alternative
solutions or establish an improved approach

It |
EMT

Interrelation Diagram

C = Cause
P = Problem

Display of reciprocal influence values
for: Determining problem-relevant factors
and their reciprocal relationships

+ Clarification more complex
+ + Problem includes reciprocity

Results subjective; dependant on the
team

- Danger of high complexity
Danger of misinterpretation

EAU

W
"] EI EE EI Portfolio Matrix Table Tree Diagram
imensionz | *
= wixiyiz|R™
T | ®® L e
) ) ) — e @ - P O e e L
Creative Phase Headin, Summarization 250 .
Collection of articles, Establishing groups Finding headings for Eventually summarizing £m| - |+ — | |negative
thoughts, ideas etc. (clusters) of topics for 1 the individual groups ! certain groups 5 Lo T Jverynogative
according to the rules of | contents that belong
brainstorming together
Summarization and Clarification of the main Overview of all measures
Processing of information points and relationships by: for solving a problem by:
Exam Substructure and sorted

by display of correlation

Matrix-type display from

two or more viewpoints graphic display
+ Data reduction + Clarity + Processing complex
Date Literature + Concentration on main 4+ Matrix easily adjustable + problems
components + Relationships can be + Presenting a solution
+ Products/Company compa- weighted
rison possible
H - Hardy possible manually ., - Weighting of factors - - Quality of tree structure
H subjective strongly dependant on
! - Time consuming knowledge of the team

Fellow students |1



Example: Cause-effect matrix

FAL

View on a process

Input - Output

puts
)

List input:

Management Tools for Problem Solving

Ttul
FMT

EA

Network Plan

EBT Earlost Begin Time
Earlost End Time.

LBT Latest Bogin Time

LET Latest End Time.

Showing time critical relationships and

mutual reciprocity by:
Determining and showing individual pro-

cesses of a project including length of

ofofols[a]s]n 4 Sort by sum
2
Calculate +
Input/Output 273=
correlation | 9*9+0*7+0*7+3*6. *

T
IonnRong|
I

T T
\ f
I - 1

Network Plan

EBT = Highest EET of all direct predecessor
—> 7= £BT + procedure period
LBT = Lowest LET of all direct successors.

LET = LBT - procedure period

=

The Seven Sh

in-Tools

Nowme Shannr 2w ¢

sals? ™

—

Exercises.

"HEE

Philosophy: “The vital few, the trivial many.”

Multi-Vari Image

Pairwise

lacement

Full Factorial
Experiment

mm) Goal: Find “Red X' ( Red X®).

Shainin-Tool: Multi-Vari-Chart -

Possible Vai

tions

Positional variation (variability on
piece)

Cyclical variation (piece to piece
variabilty)

Temporal variation (time to time
variability)

asingle

bt B

12345

2728 29 30 31

55 56 57 58 59

time dependency

Determining the time needed for the
entire project and individual pro-

=+

Determining the "critical path"
Results strongly dependant on the

Decision Tree e—
Measure
— Decision

Display of logical correlations with
decision criteria by:

Collection and graphical display of
possible difficulties and counter
measures

+ Prevention of non-logical decisions
+ Shortening decision making process

— The result depends heavily on the
respective team

i

12345 27282030 31

55 56 57 58 59

a5t

gt

y

Pty

2728 20 30 31

12345

55 56 57 58 59

Fhy

using a paired comparison of good and bad
parts.

Approach:

= Several Pairs (e.g. five or six) of a good
and a bad type series are compared

= Visualization of the frequency of
differences gives a clue to the main
factors

Boundary conditions:
= Appliance predominantly for type series
which can't be disassembled.

knowledge of theteam L ~ Insufficient knowledge can lead to
- Danger of high complexity wrong decisions.
E
s
EBT Earliest Begin Time
EET Earliest End Time
LBT Latest Begin Time
LET Latest End Time
E Shainin E4
=
20-100 Mutwal trust tarioton gards | Frequency anaivzesof | '“eninathe
influential the components e gﬂe{m Differences between Ef
variables of good and bad parts 0 P Good and bad parts focts}
Variable Search
GOOoD 5-20 Identifying the main
influential influencing variables through variation
variables two value levels
BAD Full Factorial Experiment
Examining the effects and
o Interactions of the
remaining tax variables.
variables
Scatterplots
Optimize and tolerate the. Optimize the
most important factors Target Size
Comparison Ato B l
Comparing the probably
1 infuentia e
ariable s
‘E
"
n-Tool: Pairwise Comparison
l\l\[/{\I Objective:
Provide clues to determine the Red X by GOOD




Shainin-Tool: Variable Search - [ |IE . X
Example of Use | & Shainin-Tool: Variable Search - il [
Example of Use Il
Experiment Compared Module Result Module Result
number components high grade inms  low grade inms
nitial test B Components 13 Components 34 -~
all ,good" all bad" ~ i
Disassemble Components Components 2 |
and reassemble N all ,good" 16 all bad" 38 = ; H —_—
] — < ' E good
ASilica AB RG 16 AG RB 19 E | : e
2 B Microprocessor By Ry 16 BsRg 35 ' " bad
3 C Transistor CE RG 14 CG RB 33 i é ‘:‘
4 D Capacitor C, DR 15 D.R 37 T T
: BG G'B Start B c D E
5 E Capacitor C, EE RG 16 EG RB 18 o Rest Disassemble Final Run
and Aand E
Pilot run AandE ABEERG 33 AGEGRB 17 o reassemble
- . . _— Shainin-Tool: A to B — Comparison It
Shainin-Tool: Full Factorial Experiment E'IIE
ain Effe B = Better Process <> C = Current Process
oapenontal No.| A | B | C | D |Resuts A B
1 N - - " Y, Null hypothesis (H)
2 - - - + Y, (no difference)
3 -l |- A
4 - + |- + Y, worse ‘—’ better
5 -l |- Ys
6 A A B
7 E I Y,
8 N Yg
9 N Y,
0 [+ |- |- |+ Yo
1 + + N - Yi A Red X B
12 |+ |+ |- |+ Yo
13 |+ |- |+ |- Yo
14 + + |+ Yig
15 |+ [+ [+ |- Yis
N 16 |+ [+ |+ |+ Yie A Super Red X B
+
inin- H It 1, o M
Shainin-Tool: Scatterplots B Further sel d Quality g Tools:
Check List
Y Goal:
o To ensure the full and of the planned of
- 95%-range \ Regression line work steps
=
2 Max
2
g_ Procedure:
@ + To list all necessary work steps (i.e. action or testing instructions) in
] chronological order
g + Documentation of accomplished work steps by checking off points in check list
§ Min.
o
Boundary conditions:
. ication of check lists, esp for repetitive pi
« If check lists are very extensive, individual positions can be grouped according to
adequate characteristics or attributes (i.e. time, place etc.)
Parameter value with range of tolerance X
Further selected Quality Management Tools: |"[§

Stratification

Summary of often used Work Techniques

EA

Goal:
Separating of data by specified characteristics of differentiation for analysis.

b gl o g
BB 'E

Presumption:
One of the machines
produces erroneous parts.

\{K{ / L]
DE Seeee] Bt
parts. good parts
Problem: Result
50% bad

Work Techniques

Analysis and eva- | | Techniques of Presentation
luation techniques | |__ Visualization techniques

Techniques to
generate ideas.

Problem solving
techniques

~ Brainstorming  — Checklists ~ Confrontation - Presentation _ Fault plans

- Brainwriting - Frequencytable ~ — Stick diagrams events. _ Event Process
~ Method 635 ~ Error collection cards ~ Bar charts - “Notice boards”  _ Flowcharts

- Synectic - Pareto-Analysis ~ Pie charts ~ Information desks  _ Morphological
~ Delphi-Method - Cause and Effect  ~ Process flow charts — Discussion

Diagram ~ Liners. _ Gallery method

~ Distribution Tally ~ — Networks _ Deming-Cycle
Sheets ~ Bend charts (PDCA)

~ Localisation — Affinity charts

~ point methods ~ Matrix-Diagram

- Work Functional- ~ — Tree-diagram
analysis - Matrix-table

- FMEA - Netplan

~ Preference-Matrix - Decision-tree

- Interrelation

diagram



Quollity funciion
(AF D) M

Situation of Corporations: Internal and External el E
Influences on Product Development

Increase of
Reliabllty Qualty
Improvement

Safety
Requirements

O

< 5 3

s|s |se2| 2|8

2 |g 2c g

& £ el g 8
Agpin R
e
o

Determined costs.

Costs/
Capital
Laws and - 5| g
5 (s [g2] 2|6
Gt g s leel E10),
of the Market v Y § |88 g5 g § H
SellersMarkel  Features E L) £

Influence of Product Planning and Development on
Product Quality

A

Determining the
Product Qual

Product Quality

Product Planning | Product Di

Task of Quality Management in Product
Planning

Factor 10 Rule for Fault Costs

luntunl
EMT

FAU

Factor 10 Rule for Fault Costs
Afrequently confirmed fact, that the costs of fault prevention or fault detection increase by a factor of 10, when faults are
not avoided or eliminated in the development phase, where they occur, but in the next stage.

Fault Prevention

Fault Detection

Developing Procuring
] and and /

planning

producing 100.-
e

QM-Tools for Product Planning

Correlation
between Fault Prevention

and
Fault Detection

Source: Plefe

Motivation for Utilization of QM in Product Planning

+ Alarge amount of faults have often originated in this phase
+ Product planning results from extemal and intemal information
+ The basis for common future products are developed in this phase

AAim of QM in Product Planning

+ Requirements of the customers, enterprises, environmental protection are
transformed into product specifications

« Product finding
. product planning during
Yy recording of C Tt
Requirements EMI

The task of quality planning is to identify customer needs, implement them into new or improved products and
services, and design the processes that need to be provided to create the products and services.

E

. y: The needs and i of should be met by the product or service.

Robustness: Products, services and the underlying processes should be robust, i.e. not susceptible to
disturbances that cannot be influenced.

Faultlessness:
Errors should be avoided throughout the entire product development process.

Secondary survey

Internal company sources

Interviews with test subjects

Inquiries and offers = Technical discussions

Order and sales statistics = Surveys (telephone, written)
Complaints * Panel investigation

Warranty and customer services = Observation of market behavior
Intranet = Competitor research

Etc. = Etc.

xternal to the compan
Official stafistics

Analysis of compeing products
Business information services
Documentation centers
Sources of supply

“Trade journals

Internet

Etc.

Kano Model D e Yome E/ Quality Function Deployment (QFD)
= Brgun Quastion M-
 Ctortor Enthusiem charsctaristcs
T n % HQ ﬁ E ﬁ
Special equipment
Tecmcﬂﬂens’/ HIN  SHITSU Kl NO TEN KAl
High life cycle of a product
ulfime Qualitat Funktion Aufstellung
o e Merkmale Mechuanislierung Verteilung
oo Attribute Tatigkeit Entwicklung
Lifespan, Gutekennung Evolution
engine performance
Quali F i Depl
Kano Model | vy Y
.

L Safety, legal requirements




Translating Customer Requirements into

N, . . Quality Characteristics "
Definition of “Quality Function Deployment” el \'EAU
a4 Customer Demands » Quality Characteristics +*
World of Technology “L of the C “L of the i
weo OFD & :
N N, Simply to carry around - Weight / dimensions / shape /
FD is the syst of ot [nie=clion) o portability
is the systematic survey customers’ requireme b @ i " N L
Eﬂd their con\fersion into wch‘{!ical speciﬁcaﬁon;!n orderq Technical features ll a 9’ 90 Small enough to get it simply to - Dimensions /Shape/ Portability
fine market-friendly quality demands for the product s B e carry around
Example § g g E ?:; Light enough to get it simply to - Weight / portability
Customer requirements for teir 3 »3- 2 z L carry around
mobile "”*;J“h’f : § 2 £k £ Stable - Weight / center of gravity / angle
= reliable T B 8§ of inclination
= long battery life 2
« robust housing Meaning V. Stable if it turned off -p Shape/ center of gravity /
+ high sound qualty o EaTAR stability
+ modern design e
o eesy ussbilly _ User friendly for beginners mmp | POStion of buttons and switches
/ touch sensitivity
—p
_— . House of Quality (HoQ) / QFD Form |
Building the House of Quality ( HoQ ) el |
parameters (44, 4, ) ()
History of complaint
Triangular Matrix Proferred variation of and defect fies
the parameters (o,+.)
Design requirements
List ~---—.. HOW do we meet the Matrix
R demands? 2 elofing
Y YT 17
& Customer
WHAT demands
Coverage Level R ry
d
customers e WHAT throughthe i, ﬁ ot
want? the
& Design requirements
x
= :
______ products. I ’
Technical significance
Integration of QFD into the Product Planning i Approach to QFD luntunl

Process

Competition from the Customer’s Perspective

1 Forerun

® Create a cross-departmental QFD-Team with a QFD-Moderator

® Determine the requirements of the customer in the customer's language
o Translate the requirements of the customer into the language of

o Assessment of the competitors in terms of meeting the customer

SReame ompelion 2 Market Analysis technology or of the company
Y o Weight the customer requirements
N 7 ~ requirements
House of Quality © Set market goals
Customer Demands ﬁ = Product Definition e List the product features

I Product Planning
3 Product Analysis

Weighting of the
Customer Demands

4 Measures

# Define the optimization directions of the product features

© Evaluate the trade-offs between product characteristics

o Assessment of the feasibility of the optimization

* Assessment of the competitor products in technical terms

» Define product targets and evaluate the technical importance

» Determine critical quality characteristics of the products to be optimized
® Creating the process flow chart and deduce inspection plan

for critical work

 Create work i
and il

and i
activities in the

of the workshop*

hutll
EMIT

Breaking down Customer Requirements g I Contribution of QFD to meet the Business Objectives
with Quality Function Deployment (QFD) Business Objectives Contribution from QFD

Product plannin . 3
P 9 Increasing quality
Component planning

. —
@ Process planning
‘ Production planning
. Work instructions Reduce costs
csonene © front door 2504\
N Py @ _—
A Improve internal communication /
[O) vy qualifications and motivation
Legend ool | | Shortening time to market
Fs locking pressure of the door in N [
Py real pressure at the front door in N/mm?®
Vo dose volume for the barrel extruder in cm® w[Ol®
controller 1 tool temperature in °C 250 32
controller 2 dwell pressure in bar 5 -
B Creating competitive advantages

Customer-oriented planning of
quality and product features
—

Low-error new developments
right from the start
||

Cross-departmental collaboration

Collaboration and parallel work




Benefits of the QFD Method "ﬁi\'ﬁ

Reduction of Development Time and Costs
through QFD

L_,> System-oriented planning of the production

|:'> Tools for the reengineering

L_> Consistent listening to the customer and the market
':‘) Preventing departmental thinking

|:> Avoid fail developments by prevention

But:

Requirements for the Application of QFD

I

EFAU

Support and

from company

V' N

Training of those involved on the method

. Te iented

with personal

Suitable environment

Competent composition of the team

Regular participation in work meetings

A moderator trained in the method

TQM and QFD must be understood and wanted by everyone involved

More Auxiliary Tools and Methods for QFD

TRIZ Method

Experimental

TRiZ ~ ‘ : Planning

Conijoint +«————— Brainstorming
Analysis
Benchmarking
Target Costing

FMEA

Basic of the TRIZ Philosophy

1. Abstracted problems and their solutions are repeated in various branches of
science and industrial applications.

2. The evolution of technical systems always follows a similar pattern.

3. Real innovations are only triggered by bringing together different areas of
knowledge.

0% 50-60%

100%

QFD
implementation

i

Typical

Product Product development
planning

Revision phase

hunstunl

Principle of QFD

Development
cost/time

When developing products and services, the voice of the customer is often not heard and
features are developed that no longer meet actual customer requirements.

Quality Function Deployment (QFD) supports the systematic, multi-stage capture and
i ion of customer requi into technical ificati

The central medium is the so-called House of Quality ( HoQ ), a complex planning matrix
in which customer requirements and performance specifications are compared.

Systematic cascading across several planning stages ensures that all features are derived
from specific customer requirements or can be traced back to them at any time.

FAU

TRIZ Procedure

Teorija Rezhenjia Izobretatel skich Zadach (TRIZ)

Theory of Inventive Problem Solving (TIPS)

G5 Aschulor

e

926 - 1558)

Synthesis and
analysis of
solutions

39
parameters
40 principles
Contradiction
analysis

4 separation
principles

=
2
K]
@
o
3
]
s
3
=
e

Development problem




Principle of Analogy Formation / Progressive
Abstraction

Example: 4 Separation Principles

o o)

4

&

FE

Friction value too Increase coefficient ~

of friction

rising
degree of
abstraction

barrier

The coefficient of
friction is increased
by snow chains or
grit

Concrete problem
solution

Source: Tou

lunhl

Separation in Space:

Progressive lenses with bifocal lenses (i.e. different areas of the lens are ground
differently) combine reading and far-vision glasses

-> Division of the component

Separation in Time:
Pivoting wings on an aircraft create ideal conditions for take-off and landing
- Processes that take place one after the other in time

Separation through System Transition
Links in a bicycle chain are rigid, but the chain as a whole is elastic
- Subsystem is rigid, upper system is elastic

Separation through Change of Condition :
A protective gas is used to change the environmental conditions during inert gas welding.
> Transferring the system under consideration into one others Condition

4 Separation Principles

1. Separation in Space:
A problem is solved by the local or by dividing a

of
into several components, whereby the same result is achieved overall.

2. Separation in Time:
Aprocess is divided into several operations that take place one after the other
without affecting the overall function.

3. Separation through System Transition :
Transferring a system under consideration into the supersystem (superior system) or

into a subsystem (subordinate system).

4. Separation through Change of Condition :

Changing the conlradlc(ory conditions so that there is no Ionger any mutual influence.

This can be don
(e.g. solid - I\quld gaseous).

into a different state

the system under



Quality Management in Development and
Construction

Quality in Developmel

and Construction

ive QM
Construction Methods
= VDI 2221 = FTA
LI = ETA
= WA

= FMEA

Main Guidelines for Ensuring and Maintaining
Quality

Robust Construction

With robust designs, production errors do not immediately occur in
the production process if small parameter deviations occur

Reliable Testal

Already at the construction should on it respected become that _
requested Customer characteristics in the production checked
become can . Become like this potential Mistake secure
recognized.

Reliable material

Through use more qualitative Raw materials and auxiliary
materials as well as Standard parts becomes a higher Quality
level guaranteed . From this results the demand for parts suppliers DIN EN 1706
with complete and correct Quality specifications to supply.

Selected Quality Management Methods

Quality Function Deployment
Quality assessment
Design review
FTAand ETA
Value analysis

Error possibility and influence analysis

Develop
Plgz‘:‘““ ment and Production Test Mission
Planning _~ construct

Characteristics of Quality Assessment

From the product idea to the start of series production -
The quality assessment is cross-phase.

What has been developed is checked using systematic
queries within a team with all those affected. Aids can be
checklists, for example.

Assessment regarding the fulfillment of the desired
quality.

Through staggered, multiple applications, weak points
become visible in good time. Errors can be avoided
through early corrective measures.

Methodical Development and Construction
According to VDI 2221

E/

=1

Work Results Phases

| Clarify task

1| Clarify and specify the task

e
their structures

Search for solution
principles and structures

Principle solutions
e e e
F Modular structures
Desif

ning the relevant

g
h Preliminary designs

E Design of the entire product

J.

and usage information
(_ Furtherrealization )

Quality Improvement through reduced Number
of Parts

work steps

==

Iterative jumping forward or back to one or more
Meeting and adapting requirements

Overall design

| Develop |

huntunl

Reduction the Number of Parts

Direct effects Impact on product quality
fewer drawings e fewer drawing errors
fewer characteristics —_— easier to maintain
quality level
fewer missing parts —_— fewer disturbances

fewer error

easy y

Further approaches: Reduction of complexity, platform concepts, ...

Definition of Quality Assessment

luntunl
EMT

EAU

Quality assessment is a method that records and evaluates all quality-relevant findings at certain
points in the di p 1t project. She accc ies the entire p 1t process from the
design to series release .

Representatives from all affected company areas are included in a team in the quality
assessment. By systematically querying the areas involved, the development status is viewed
from different perspectives.

Reasons for a Quality Assessment

Design Selection

QA1
Consideration element : Design
Activity: Theoretical preliminary
consideration of functon and
Reasons for a quality assessment (QA): roliabilty
+ Now uss for exiaing products Development Sample order
+ Increased qualty rsk aaz
+ New development
+ New maerials and processes
+ Use of parls requiring documentation
QA3

Start of Production



Definition of Event Tree Analysis (ETA) ‘E‘Hﬂ‘i‘

EAU

Event Tree Analysis
assesses events that can develop as
a result of the functional structure
within technical systems based on the

ETA

Faulty X =
oy assumption of possible faults.
Main Emphasis:
describe and evaluate sequences of
events.
Possible Possible
subsequent fault  subsequent fault Question:

what are the consequences of a fault?

Possible Possible
subsequent fault  subsequent fault  subsequent fault

Soura: DIV 25416

Definition of Fault Tree Analysis (FTA)

FA

F T A The Fault Tree (FTA) is a graphical
representation of the logical
— relationships between failure inputs
Possible (= failure of a function element),
fault leading to a given and undesirable
event.

Question : What reasons/causes

Possible fault . o
”
GEICD are there for a possible fail?

Possible fault Possible fault Possible fault
cause cause cause

Possible fault
cause

Definition of “Design Review”

DeSiq n ReView = Formall, documented, systematic

and critical evaluation of design
results in order to determine
problem areas and deficiencies that
may influence the purpose and
requirements of a product.
Furthermore, correctional measures
should be introduced to ensure that
the final design and its appendant
specifications correspond to
consumer demands.

Design Review Phase Model parallel to
Product Development

FAU

Definition phase
G

[Pass functional
specifications

Legen
> westones

PDR
Preliminary Design Review

velopment phase
Development and draft
3 Laboratory sample €]

Decision re-
[garding draft

R
System Design Review

Pre-series uoR]
4 Pt lot D]

Series
 Product
Utiization phase

COR
Critcal Design Review

MDR
Manufacturing Design Review

FDR:
Finalfacturing Design Review

Event Tree Analysis

Source: Ploifor 200

EA

Precondition
- Unique, complete knowledge of the functioning of Faulty

individual parts of a system and their behavior at the D
events to be analyzed
Aim Possible Possiblo
- Provide a comprehensible scheme to calculate the o] [

probabilities (bifurcation probabilities of fault tree
analysis) of different event sequences

Possie - Possi Possible
Approach subseguent subsaquent  subsaquent
- i the logical i ips between
the function by means of graphical symbols.
H luntun E
Fault Tree Analysis e |;/A\\@

Precondition
- Complete system description regarding system function,

environmental conditions, resources, system [l
components and organization / system behavior
Aim

- Systematic determination of the causes of an event Possible Possible
- Determination of reliability parameters quantities such as fautcause | fault cause
occurrence rating or unavailability
Approach
- Analyze system exactly
- Define the undesirable event and the failure criteria Possible Possible I Possible
- Define the reliability parameters and the time intervals to be fault cause | fault cause
- Reflections on the failure modes of the components
- Setting up the fault tree
- Assemble the parameters of the fault tree inputs (failure mode and time)
- Evaluation of the fault tree
- Validation of the resuits
Three most important Types of Design Review ’ﬂh“ [E
Input Design Review Output

- Functional specifications - Improved functional set of

- Supporting documents specifications

- Check lists — - - - Project proposal

Preliminary Design Review - Interface specifications
- Maintenance and logistic concept
- Report

- Test specifications - List of deviations for functional

- Supporting documents . . specifications

. ‘System Design Review -Report

- Check lists

- Technical documentation - List of deviations for functional

- Check plan, check specifications specifications
- Tes! rgsul?s - Revised functional specifications
- Variation st of funcional AT -Prototype
specifications - Documentation
- Maintenance concept - Report
- Check lists
Value Analysis [

Value analysis is a QM procedure with the aim of saving costs.

Application of various methods for cost recording and assessment
with the aim to further develop and improve products.

Application of teamwork and function-oriented cost decisions.
Types of increasing value:

much more

much more
benefit efit
m

AL
o=

slighty higher oo ocie
costs.

more benefit ~ same benefit

o=
T

much lower  much more
lower costs

slightly less.
useful

Utility
Value = <o

lower costs



Tusshul

Determination of the Function as Part of the
Value Analysis

Is the function
essential to fulfl
the intended
purpose?

yes

lno

Does it support or
expand the function of -
the main task or
contribute to increasing
market value?

Unnecessary

Main function function

l yes

function

Product Comparison through a Quality Vector

[
Bt

Multi-criteria product evaluation through
polygon area comparison:

Quality Vector

withb, = ZMJ xG

=

i

M= measure in a quality circle element
G, = weighting of the measure M
i=123.n

Product 1:
Product 2; e

Radar chart

o EAL

What is a FMEA?

ODefinition
The Failure Mode and Effects Analysis (FMEA) is a method of the product
development phase to support evaluation of product design, construction and the
process steps in the development stages. tis derived from the DIN 25448
‘Ausfalleffektanalyse” (Failure eflect analysis)

OAim
‘The implementation of FMEA aims to detect potential faults in the
development of a product or a manufacturing process durin
the planning of a product or process and to avoid those faults through
‘appropriate measres. The main feature of the FMEA
is the risk priority number RPN, which is formed from the product of occurrence
rating, importance for the customer (severity rating) and detection rating

FMEA

Benefit
‘The FMEA supports the systematic documentation of failure relations and quality influences as
well as the effort 1o avoid failures, given that 80% of al failures in use are based on weaknesses

in the design
OVarieties
System-FMEA Examine product components or complete systems
Design-FMEA Checking the fulfilment of sub-functions of a particular component

Process-FMEA Checking the process to achieve a certain sub-function

Principal Sequence of a System-FMEA
according to VDA 4.2 (1996)

Tutunl
EMI

EA

System analysis
Clarification of

> system elements and
Forming teams RystemSthctus) Function analysis
and organizational Analysis of system element
planning The System-FMEA functions and function
canbe used for structure
Products (System-FMEA Product)

aswell as
Processes (System-FMEA Process).
System-FMEA- Failure analysis
Form Classification of possible
Documentation in
FMEA-Form
VDA 4.2

each defined failure

RPN Risk priority number
S Significance of ailure result
O Occurrence rating of failure cause

D Discovery rating of failure cause Source: accordng

The Systematics of Value Analysis

F4

[ Workschoqus | sousion | Ams | GasicQuestons |

Whatis it? What does it do?
Whats it supposed to do?
How much does it cost?

Obtaining basic information;

Information Phase  Define functions & : o )
juate functional analysis; cost analysis

evall

Generate as many ideas as
possible;

value goal;

combine ideas

Use creativity methods;
develop alternatives

What could accomplish the

Creative Phase same task?

CheckIdeas costowise) What are the best ideas? How

AssessmentPhase  Investigate e it oot other | Much dothey cost? What
ideas to suggest?
. How much time for redesign ?

Planning Phase Plan Create a schedule; prepare change o nou tools? For long-term

ropee delivery parts?

Compilation of an alterative posicob ot preeont

) jencanaitsin alternatives? What is the

Proposal Phase Suggest alternatives  proposal including precise cost

motivation for management to

calculations accept the proposal?

. FMEA — Failure Mode and Effect Analysis el EA

The Failure Mode and Effect Analysis (FMEA) is a
development- and planning-concomitant system and
risk analysis. It is integrated within the business
departments and includes the system optimization and
risk reduction.

As an important methodological tool the FMEA attends
for the early detection of possible errors, to avert their
appearance previously. The FMEA is applied for new
concepts and developments as well as for the further
development of products and processes. During the
development and planning phase their maturity is
methodically scrutinized and evaluated. The FMEA
shows on all critical areas appropriate measures, to
reduce risks with their implementation.

-
=
m
>
1

Classification of the FMEA in the Product
Hierarchy

Process
parameter

Assembly

group
Main Sub

System-FMEA ]

System FMEA Design

Design FMEA

System FMEA Process

7 NEW STEPS TO CREATE FMEA

According to the AIAG & VDA FMEA-Handbook 2019

FA

System analysis Risk analysis and measures
2 2. Step 3. Step 4. Step 5. Step 6 . Step
Jstructural analysis Functional analysis ~ Error analysis Risk analysis Optimization -
- S
S

g T=I= g
& as
g -< ——=| & £
] -< ->-<E £ g
= c 38
2 —
& S
c — = =
2 g
g i o Assig of the 3
R suuctung of e Strucure elements. functions current avoidance measures
= ived and ion

measures 2 Evaluation o the

o Assess the curent changed status




System-FMEA Process: lEI\‘dI‘ |E
System Structure with Malfunction

Selected Variants of FMEA kel EAU

=/

Cause of fault 1 ‘

+ Design Review Based on Failure Mode (DRBFM) The DRBFM change-focused FMEA method was developed by
Toyota. The DRBFM is intended to eliminate the separation between the development and quality process and to involve
the engineer more directly in the quality process.

* Hazard Analysis and Critical Control Points (HACCP) The HACCP concept (German: Hazard Analysis and Critical
Control Points) is aimed at food. Originally developed by NASA together with a supplier to ensure the safety of astronaut
food, it is now developed by the US National Academy of Sciences as well as from Food and Agriculture Organization
of the UN recommended. In the European Union, HACCP has been mandatory for trade/production of food since 2006.

* Failure Mode, Effects , and Criticality Analysis (FMECA) The FMECA is an extended FMEA for analyzing and
evaluating the probability of failure and the expected damage. This is now 100% reflected in an FMEA and therefore no
longer needs to be created explicitl. (see AIAG Potential Failure Mode and Effects Analysis Fourth Edition)

'Sub-process 1.1
faull

Cause of fault 2

'Sub-process 1.2 |

[Sub-process 1.i

[Complete process
1l = Failure Mode, Effects , and Diagnostic Analysis (FMEDA) The FMEDA quantitatively examines all electronic
components for their reliability (random errors as a supplement to the systematic errors of an FMEA). The FMEDA also
determines Safe Failure Fraction (SFF) as an evaluation variable for the functional Safety management according to
IEC 61508,

i [
Fail Safe Bt

Poka Yoke ‘EE ‘E/A\\U

Signals in railway operations generally indicate two terms: stop and travel. Your task is to only let
one train run on a section of the route. A signal is constructed in such a way that in the event of an
error it does not indicate travel, but rather a stop. In addition, effective train control systems are
now linked to the signals, which automatically leads to rapid braking if a stop signal is exceeded. In
the event of an error, no train will travel into the closed section of the route.

Examples of Poka Yoke

Acetylene cylinders have a unique clamp connection to prevent dangerous confusion
with other gases.

CEE plugs have different colors and contact arrangements to avoid confusion.

Every component to be installed must be approved via barcode or RFID scan before

installation.

= Depending on the valid work plan, only the appropriate component compartments are Mechanical signals were designed in such a way that the signal wing in a horizontal position
°PS"9d- " ) signals stop, and a wing pointing diagonally upward signals drive. If a cable breaks or other

*  Apick-by-light facility prevents picking errors. mechanical faults occur in the signal, the sash automatically falls into the stop position.

TAE telephone plugs cannot be inserted upside down

ATMs in Germany only issue money once the card has been removed. This prevents
you from forgetting the card.

Due to their shape, SIM cards can only be inserted in the SIM card slot in the correct
orientation.

USB plugs can only be inserted in a certain direction.

Position sensors on a press only allow the pressing process to start when the
component is correctly inserted

This is the construction in the fail-safe method.

This principle also applies to railway brakes: while driving, they must be under pressure in order
not to brake. If a clutch breaks and with it the brake line, the brakes on both parts of the train are
vented and rapid braking occurs.

Redundancy ‘EMI‘ |WE/A\\U

Redundancy is the additional presence of functionally identical or comparable resources in a technical system when they are not normally
required for trouble-free operation. Resources can e.g. B. redundant information, motors, assemblies, complete devices, control lines and
power reserves. As a rule, these additional resources serve to increase failure, functional and operational reliability.

There are different types of redundancy: Functional redundancy aims to design safety systems in parallel so that if one component fails, the
others guarantee service. In addition, attempts are made to spatially separate the redundant systems from each other. This minimizes the
tisk that they will suffer from a common fault. Finally, components from different manufacturers are sometimes used to avoid a systematic:
error causing all redundant systems to fail ( diverse redundancy).

Hot redundancy means that several systems in the system execute the function in parallel. A voter evaluates the results based on the
majority decision (min. 3 parallel systems). It must be ensured that the probability of two devices failing at the same time approaches 0.
Cold redundancy means that several functions exist in parallel in the system, but only one is working. The active function is evalus(ed and
in the event of an error, a switch switches over to the function that exists in parallel. It must be ensured that the switching time is perm
for the overall task and that the system works with predictable tasks. The reliability of the switch must be far greater than that of the inetona
elements

Standby (passive Additional switched jided, but are only involved in the execution of the
intended task in the event of a failure or malfunction.

N+1 redundancy means that a system consists of n functioning unils that are active at a time and one passive standby unit. If an active unit
fails, the standby unit takes over the function of the failed unt. If an active unit fails again, the system is no longer fully available and is
usually considered to have failed.




Historical Development of DoE

EMI

RA Fisher The idea arises to carry out experiments systematically and define the principles.
Use in agriculture.
RA Fisher First experimental plan (according to Fisher)
RA Fisher First edition of “The design of experiments”
E. Weber “Outline of biological statistics”
GEPBox &KB | “On the experimental achievement of optimal conditions”
Wilson ental plans for 1st and 2nd order tas|
A. Linder *Planning and evaluating 7
H. Scheffé “Experiments with mixtures”
plans to investigate Multi-component systems
G. Taguchi “System of desig
J. Kiefer “Optimum experimental designs”
theoretical basis for the and ison of plans
GEP box “Evo\uuonary operamons (EVOPY'
Proc ethod based on the evolution strategy
E. Scheffler “Introduction to the practice of statistical experimental design”
Treatment of factor plans, mixture and response surface plans
D. Shainin “World Class Quality” by KR Bhote
planning for ongoing production according to D. Shainin

Terms of DoE

Response Variable

Influencing Variable

Response Function

Random Variable
Disturbance Variable

Factor

Level

Step Combination

(Main) Effect

Interaction

Phase 1: System Analysis and

Phase 2: Modelling

EMI

Size that characterizes the result of an experiment

Can change the target size

Relationship between influencing variables and response
variables

A quantity influenced by chance
An uncontrolled, unintended influencing factor

A controlled, variable influencing factor
(qualitative or quantitative )

Specific setting value for a factor

The levels of all variable influencing variables defined for
an experiment

Influence of a factor on the response variable

Influence each other two or more factors in their effect on
the response variable

EMT E}

Establish a project team

Problem and job definition

Describe the product or process to be examined

Phrase the purpose

Determine possible response, influencing and disturbance variables

Election of the response variable

Determine known and supposed interrelations (interactions)
Define the factors

Define the levels of factors

Phase 5: Evaluation of Experiments and

Phase 6: Validation

Definitions - Design of Experiments (DoE)

Disturbances
(Stochastic Inputs)

X

Process Model
stung

Influencing v:rl:bmx

or completely unknown

Definitions:

cause-effect relationships may be partially

BLACK BOX

EMT

FAL

Response Variable
(outputs) Y

* VDI 2247 draft (1994): "Statistical test planning serves to uncover the effect of metric or attributive influencing

parameters on a (usually metric) quality characteristic.”

Douglas C. Montgomery (1991): "A designed experiment is a test in which some purposeful changes are made to

the input variables of a process or system o that we may observe and identiy the reasons for changes in the

output response.”

1S0 3534 (1985): “The arrangement in which an experimental program is to be conducted, and the selection of the

levels (versions) of one or more factors or factor combinations to be included in the experiment.”

Targets of Design of Experiments (DoE)

s wn o

| |+&

|
+H [+ | @

A

« Determination of influencing that will

EMI ||T—

« Extraction of information on products, processes and machines

* Optimization of quality of products and processes
« Acceptance of machines, work pieces and processes

Phase 3: Experiment Strategy and
Phase 4: Realization of Experiments

response variables

EMT

Selecting and generate an experimental design
Define the evaluation process

Define necessary boundary conditions

Review the plan for feasibilty

Plan subsequent phases

Provide experiment logistics
Set up written experiment printouts

Explaning and distributing the printouts to involved
Assign the rooms (experiment room, test field)
Provide resources (machines, ...) and materials
Carrying out the experiments

= Monitor experimental pr

= Mind runaway values and threshold (if necessary cencel)
= _Document experiment results and surveillance instantly

Test for normal distribut

Regression analysis

Frequency distrbtions, Pareto Analysis
ion, calculat confidence interval

‘Graphical and numerical effect evaluation

Analysis of variance (ANOVA]

If necessary, planning further experiments
Deduce of optimal parameter setting

Documentation

Realization of validation exporimonts.

freze for

E



Overview of the Results of the Experimental

Methodology

NN

S

Screening Experiment

Factorial designs [2K]
Plackett-Burman
Designs

+ Linked

/[
e

Experimental
Optimal Search

+ Single factor method

Group screening plans

Reduction of

Influencing Factors

Different experimental plans
to find solutions in the respective phase

+ Simplex method

+ Evolutionary process
Starting Point for
Investigations in the
Optimal Area

/|
Investigationin » 7Zd|7g
the Optimal Area
- Factorial designs [3K]
+ BoxBehnke experimental
plans
- Centrally assembled
experimental pians

Regression Approach to

Describe the Response

Variable
e T———
Construction of a Full Factorial Design b ‘E/A\
= 4=
[Plan Matrix | [ Columns [Evi Matrix |
A|B Results A-B = AB A | B |AB Results | Yy
T [ =V + - [ [ [ Yy
2[+ [~ [Va [V | V= - 2[ % |- |- |Ya| Y2 |Vn |,
3 - [+ ] Yo |vez | V3o ; 3| - [+ ] - [ Vor| vao|vas | 7,
4|+ |+ | Var| Yaz | Yas 4|+ |+ | + | Yar| Yaz | Vas| Vs
Standard sequence : The algebraic sign in The evaluation matrix is
- Begin with (-) the interaction column  comprised of all examined
The first f he is the result of the factors and all possible
- Ieb"s_‘ a,c“”_"af‘es“e multiplication of the interactions.
algebraic sign in every line algebraic sign of the
- The second factor varies the columns belonging to
algebraic sign in every second  the factors.
line

- The third factor varies the
algebraic line in every 201 line

1 i i 5 Tuntunl E A

! Plan Matrix for Full Factorial Designs EL

2" Design
2*- Design =
2:-Design
Rin X X | X X +=
1 0= - | -
F I I
EXR I
OSBRI
[
6 o+ -« C
[
8+ o+ 4| -
e - - -
0 o+ - - s
M- e
2 o+ o+ -
B8 - -+
L
5 -+ s+
6 o+ o+ o+

Interactions in Design of Experiments (DoE)

Number of attempts:

2 *with k: number of factors

lower factor level
upper factor level

Interaction is the combined influence of two or more
influencing variables on the response variable

y

no interaction

Example:
Effects of alcohol (A) and
medication (M ) on
reactivity (R)

strong interaction

A-: without alcohol
A+: with alcohol

M-: without medication
M+: with medication

Sou

Full Factorial Designs
Practical Significance of 2k-Designs

O Full factorial designs on two levels with the least possible
experimental effort:
-completely interpretable and
-can be evaluated without restrictions (the effects and
i ions are i and

O Linear correlations are completely recognizable
O Testing of non-linear correlations via:

- Serial connection of designs
- Expansion to full factorial designs with central points

coefficient and the effects of the factors and interactions

0 2*Plans can identify trends and therefore also the direction of further experiments

0 For measurable factors a direct correlation exists between the regression

O 2%Plans are the basis for the fractional factorial design with which influencing
variables can be examined without increasing the experimental effort

Full Factorial 2k Experimental Designs — Setup

This is the only thing that can be adjusted

Tl

The influencing variables

— > A, B, C (factors)
Influencing correspond to process
V:lh":'ll;rilx()nlan Interaction Matrix Response settings at the lower (-)
1 and upper (+) levels
aompt | A | ® | © || ac | mo |asc| Y [y |1 [Y
Each process setting
D R provides a different
2= | - s answer (response
variable)
PO U T O The main effects A, B, C
are the mean change in
elle e fle]le]= the response variable y
N T when the setting of a
factor is changed
T T The AB, AC,
BC and ABC in their
EnlEa [Ec [Em | B [Ene [Enmc i influence the
response variable y
i E/
Selection of Factor Levels =/
Too small Reasonable Too great
level distance level distance level distance
Response Response Response
y tVariable y tVariable y ¢Variable
m | . , R
H t t } i
-+ - + - +
Factor A Factor A Factor A
No substantial change of froot i ationsh ‘Small effect shown, although a
the response variable (effect) G'essfm‘ffg';‘ :‘::;fr:‘a'zgi ip. strong dependence between
is possible y and x exists

Case Study on 2-Factor-lnteractions

No Interaction
y

A A+
main effeots (ME) A and B
have diferent signifcance

ar
negaiive result during change-over
level

A- A+
om ™ evel g oo obust s o 5+

A
MEB u

hutun|
EMT

nessential
strong interaction AR

A Ar
robust adjusiment of B

in compaison with 5+



Matrix Plan and Chart Plan

Integration of Interactions into Chart Plan

Response variable: Surface roughness R, in ym
Factors: ‘ Experimental Design | ‘ Ci ion of i ‘
Rotary frequency A:*-* 500 rpm Feed B: *' 30
mm/min
“+" 1000 rpm 0 mm/min Interaction = Effectof A -  Effect of A

= @ of Effects io‘ary " (on Bwhen“+) (on B when )
ary y requency (A)
frequency (A) _XR(A+) xR(A-) Matrix Plan ap _(30-120)_(10-100)
Matrix Plan - + Eﬁecr?»ffeq- N2 Ni2 - = 2 2
@| 1200 | 10 _10+30_100+120 _ oo §§[ - [ 100 ] 10 =-45-(-45)
3 | N 2 £+ 120 30
e+ 0] 30 120430 100+10
Effectpeeq = T = +20
No.| A | B [AB| R
nr. | Rotfreq. Feed R, 1[-] -]+ |100
1 100 Chart Plan 2|-|+ | - |12
Chart Plan [~ N 120 AR
3 + 10 4|+ | + + 30
4 + + 30 -180/2 =-90 40/2=20
| Graphical Representation of Effects —
Graphical Representation of Effects ‘ Response Surfaces without Interaction
y
[ ion of Main Effects Aand B_|
N S B LR
110 4
75
N Ble— A- A+ x B Br x
N Aa[B[aB] R T A 1 T B | Main Effects
1]-]-[+]100 = .
21 -1+ - | 120 Representation of Interaction AB | 2,;'
g0 Nes| a0
3|+ -] -]10 R, 100§ \
a[+]+]+[30 P \
30
10
A A+ X ] o +
204 Interaction Effects Contour Lines
i i i i i i - [ E.
| Graphical Representation of Effects — | Fractional Factorial Experimental Designs Ty EAU

Response Surfaces with Interaction Practical Significance of 2 kP

= Fractional factorial i i I i of the possible
factor-level combinations.

= The ideal area of application are systems with exclusively negligible interactions or precisely known ones
Interactions.

Advantages:

= With the help of a fractional factorial experimental design,
- more factors can be examined with the same number of experiments or
- the same number of factors

AR

Interaction Effects can be examined with fewer experiments than with a full factorial experimental design.
= Same evaluation and interpretation rules as for full factorial tests.
“ = Extension to fullfactorial plans possible.
= 50 72
v Disadvantages:
72
J I % = Mixing of effects - all effects become ambiguous.
% o = Reduction in sensitivity or resolution.
B P = Limitation of interpretability.
/ T4 - x " The i i design must b for each individual situation, which has the advantages and largely excludes
Response Surface A Contour Lines the disadvantages.
i i ian - i k-p Tuntunl . " " n
fra(;?lom:llfacitorgzll De;'%_{' I_Z)e\{eloplr:jgh:_z' EMI Fractional Factorial Design - Example of Creating a 'E"'I"'H'I"'
ractional Factor Flan by Assigning and Mixing fractional Factorial 23! Design from a 22 Design
Developing a 2 i factor plan by assigning and mixing
FULL FACTORIAL DESIGN FRACTIONAL FACTORIAL DESIGN
@ Choosing an interaction with presumably
little effect from basic plan Plan Matrix Evaluation Matrix Plan Matrix Evaluation Matrix
Ne|A | B[N A[B|AB Ny,ABCN":i_?n
@ This sign vector is assigned an additional factor
= Assign 177\-7+»\ | +
| 2|+ 2|+ - 2|+ 2|+
@ Transferring the sign vector into the plan matrix 3-8 N s - 3 N
as a setting rule 4 |+ [+ (o]t ]+ 4|+ |+ |+ a4+ |+
. i " P .
S e e sl e In order to place another factor C with the same number of lines, the only option in a 22 test plan is to

®

Multiplying the sign vectors of their components neglect the interaction AB

Higher-order interactions are particularly suitable for mixing, as the effects determined here can often

Additional interactions with the identical sign no longer be distinguished from experimental scattering.
Enter vectors into the "‘_a‘a’i‘x"f independent variables = The designation of the fractional factorial plans as 2 k? has the following meaning:

- k = number of factors in the fractional factorial factor plan

Only mix significant effects with negligible effects - p = number of factors that were added by mixing .



Fractional Factorial Test Plans - Determination of the

Mixing of Effects in fractional Factor Plans using the
Example of a 2 Plan
Additional Factor D

FAL

Results of Unacceptable Confounding

e E

<

of aliases by comparing

A A8 [ ¢ [Ac
A - [ -+ |-+ [+]-
2 |+ - |- R
3| - [+ [ -[-[+]-T+
4|+ [+ [+ [-[-]-71-
s | - [ - [+ [+[-]-T+
6 | + | - [ - [+ [+ [-1]-
Em - -1+
8|+ o T
A8 [AB|cC [AC[BC| D
Bep |ACD | cD [ABD | BD | AD | ABC
A - [ -+ [ -]+ [+]-
2 |+ | - |- R
N + | - [+
| + |+ [+ - [ - -[-
5 | - [ - [+ [+ [-[-1T+
B - | - | - |+ [+ -[-
7| - [+ [ -+ [-]*1-
8| + [+ [+ [+ [+ [+ ]+

Experimental designs
Characteristics

The effort required to find the aliases increases as
the number of factors increases

FAL

Available factoraldesign (with resolution)

A baker wants to determine the influence of “yeast”,
“water” and “clothing” on the “height of the cake” by
means of design of i

Response Variable

- Height of the cake

- + D
20g 409
Water H Scm 15cm
- 20g | 4009 Yeast | Water | Clothing | Height
Clothing @ | ® |(€=AB)| incm
=]
1 B B + 15
2 + - - 5
Conclusion: 3 N . N 5
- Yeast has no influence
- Water has no influence 4 + + h 15
But Effect 0 0 10
- The baker should wear a tie!

Factorial Experimental Designs with a Central Point

EMT

EAU

= The dependency between influencing variables and response variables is viewed as linear in plans in which

factors are only implemented at two levels (2¢-, 27~ experimental plans).
= This assumption is checked by adding a third stage, the central point.

Full factorial designs

Perfect analyzability, but with a high number of parameters the amount of o o
experiments becomes too large (number of trals: 2¢ with k = number of s
factors). T

»

o
Fractional factorial designs 10|

Half the amount of experiments, but interactions cannot be fully analyzed -
resolution decreases (number of experiments: 2¢1).

Faclors
59 10[11]12]13 1415

Factorial Experimental Designs with Central P

Experimental Arrangement and Experimental Plan

oint - luntunl |,,|§

YL v8
y3 v4
y3 V4
L] [ ]
yo yo
B y5 v6
1 B
: ’ IAC, " -
A [afe el
A ..
v - - v
- R R
: o y§ 23— Experiment + |+ - [ va
- ¥ Design with Central - - & y5
S L Point 2 I T
o [0 [w Te e L
22— Experiment Design + |+ [+ [y
with Central Point 0 0 0 ¥0
i i Dl E
Further Analysis of Experimental Results Ty E/

Effect is not significant

Skactorww

Fractorww = =" Fractorww < Ferttical

Feriticat = F(fFactor,wwi ;@) Tabulated with
f factorw  degree of freedom | oy > Fovircar
of the factor o
f: total degrees of freedom | Effect is significant
a: significance level

g jon Analysi ination of the £ ton)

Y =bg +baXp +bgXg +... +DpgXaXg +... +bagcXaXpXc + ..
)

B

1234 x

Construction of a 22 plan with a central point:

[y T

central point

Rosultfo nanlnear dependenco on responsa variable A

=, L = v

Experimental Designs with 3 Factors

Principle of a 27 factor plan with a

Retrospect:

Too great
level distance

y {Variable

N

Factor A

Sl et shown aioug a
‘Stong dependance betweer

- e
Full factorial design

Fractional factorial design
with 2 factor levels (2°)

with 2 factor levels (2°)

= Cana - T g
Full fagtorial design Box- Behnken design
with 2 factor levels and central point (CP)  with 3 factor levels

| Genichi Taguchi - Robust Design

Fullfactoral design
with 3 factor levels (3°)

Bl

7I 74} LA
I ‘.,
|

Central composite design

Iuntunl
EMT
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-—A——
‘Quality
Life

Genichi Taguchi’s
influence on quality

spans decades

Parameter Test Planning :

With the help of parameter test
planning, product and process
parameters are optimized and
made as insensitive as possible,
i.e. robust against disruptive
influences.

Loss Function:

It means that the characteristics
that lie within tolerance limits are
not qualitatively equivalent.
Accordingly, there is a “global loss”
(loss for society). This loss
increases quadratically with the
deviation from the response
variable and the scatter (loss
function parabola).



Taguchi - Quality Loss Function

huntunl
EMT

Stair Function

Liy) § Lossof Quaity

Quadratic Loss Function

Liy) gLoss of Quaiity
\ A,

- [o itym|<D,
L {AU otherwise

L(y) = kiym)’

Taguchi - Influencing Factors

with k: loss of quality
coefficient

huntunl
EMT

v
Control or signal factors

Balancing factor
(linear relationship to the response variable)

Response Response
variable veritle
1
1 1
)
+
N 4
Level
ifuence
1 2 facor 1

Dorian Shainin — Red X

Interference or noise factors

Scattering factor
(scattering-changing effect)

The vital few, the trivial many

Only a few of the influencing factors have a dominant influence (Pareto

principle, Red-X)

KISS - Keep It Statistically Simple
Statistical methods that are understandable to laypeople

Let the parts do the talking

Don't trust the experts — let the parts do the talking

Principle of Elimination
Exclusion of influencing factors

Principle of Comparison
Comparing parts with each other, not with given specifications

. Methodical Approach for Design of \"E
Experiments
provision of knowledge
| response variablo
3
B (oo
% interaction ; ; , >
] ki led
P disturbance variable nowgae
realization of
experiments
(ARG S Varety validation
i~ =]

Factorial plans
Plackett-Burman

O

Problem

Methodology

provision of knowledge

FAL

Taguchi - Experimental Methodology and
Objectives

for robust

= Atthe heart of Taguchi's planning is the

= Arobust process has the property that the result and the creation of results are influenced as little as possible by
influencing factors and therefore the experimental variation is very low.

frequency

JiY

Low dlsperslon of
response val ble

frequency

Robust

»‘ process

High dispersion of
response variable

due to high influence
of disturbance
variables

luntunl

Taguchi - Procedure

1st step System Design:

Applying technological know-how to product

and process design to fulfill requirements.

Preliminary determination of product and process parameters.

2nd step Parameter Design:

Applying experimental methodology to determine optimal ones
Parameter combinations (also from a cost perspective)

for the design of products and processes that are opposite
are insensitive to interference that cannot be influenced.
Response varibale orientation and scatter reduction.

3rd step Tolerance Design:
In addition to the parameter design, in the case of further
optimized determination of tolerances from a cost-benefit perspective .

Tuntunl
EMI

Decision Making Aid regarding the Type of
Experimental Design

- Steepest Ascent

- Simplex-Method

- Gauss-Seidl-Method
- Gradient plan

- Taguchi
Design experiments.

According to amount
of levels

o
Py
2
S
s
o
&
2

[ Mixture Designs

- Full factorial ED

- Fractional factorial ED
- Plackett-Burman ED
- Box-Behnken ED

o
‘According to amount of
extraneous variables

- I
. :ﬂ;ﬁog;: o - Central Gomposite ED
- Square plan - D-optimal Design

ED: Experimental Design

Limitations of the Experimental Methodology

= Fields in which the test methodology is only partially applicable:

= Basic experiments in which connections are based on natural laws

= In principle, test methodology can only be used for stationary processes.

= There is no need for the test methodology if many tests can be carried out in a very short time
and therefore reducing the test effort offers no advantage.

= Another danger when using the experimental methodology is when false connections are assumed

The experimental methodology is one method among others and has limitations and
disadvantages



Problems when Planning and Evaluating
Experiments

Population in Oldenburg dependant on the number
of storks at the end of a year (1930-1936)

Population in thousands

T T T T T
100 200 300

Number of storks



Application of Statistical Process Control
(SPC)

[ Paming | Production Market Application

Product and Distribution
Process Design Usage
Procurement e
QFD Statistical Process Control Lifespan Study
FMEA -
i i Reliability
DoE Classic Quality Inspection Ly

The Funnel-Experiment by Deming

38 358,
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N
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Strategy for Optimizing Processes: Reduce hﬁ“u_;l
Dispersion and Center Po!

#

Error Type: randomerrors  «  Error Type: systematic errors « Error Type: no errors
Precision: very good «  Precision: very good
Accuracy: bad « Accuracy: very good

Precision: bad

Accuracy: sufficient

Problem: Various Influencing Factors on the
Center Position and Dispersion of Processes

Product and Process Quality Characteristics g

Temperature
Press Geometry
Ways Surfcae
Times. Strenght

The Funnel-Experiment by Deming: \,,E
Optimization Strategy

Strategy 1: Strategy 2:

Exact follow-up Centering of Strategy 3:

of arm median value Reduction of dispersion

@

Natural dispersion [~ & B2
(without follow-up ot P
of arm) e
Greater dispersion in Median value Points of impact lie
legend spite of follow-up of arm = setting value closely together

—  median value

-@— setting value

The best results achieved by combination of
strategy 2 and 3

Strategy for Optimizing Processes: Reduce
Dispersion and Center Position
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Random and Systematic Influences

Random Influences Systematic Influences

Sum of many small = Few, specific causes

individual influences

= Causing changes and shifts

= Independent of each in the process
other = Cause process instability
= Unpredictable

Always present
Predictable

hantunl
EMT

Definition of Statistical Process Control - SPC

*
SPC

is a procedure for monitoring process characteristics according
to position and dispersion by statistical methods and devices,
in order to control production processes

Upper Control Limit (UCL)

Central line

quantity —>

Lower Control Limit (LCL)

inspection time ——

Example of Quality Control with SPC I'ﬂ\'ﬂf ||E
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Principle of Statistical Process Control

Process

Samples

Information|

Information|

Measures

Effect of Random and Systematic Influences
on the Quality Characteristics of the Process

Form
Dispersion crooked

Position Width
Shift in mean value Dispersion different

Example of Quality Control without SPC "ﬂ&" E,
i werk peces Measuring of X Good parts
== ===
Only for

safety parts!

Application of Statistical Process Control !

Where is SPC applied ? - unit load processes
= - flow processes
ﬁ‘% - company units: mainly
R e :f + acceptance department

+ manufacturing

B8 ey

<o + test field

What is SPC used for ? - Inspection of quality feature:
+ process-
+ product-

+ measurement unit features

- features demanded from the customer/the market

- important features for the functionality of a part

- attributive and measurable features

- controllable features, whose values have to be observed for the
following steps.

- features, that enable a economical manufacturing with small
dispersion (entire evaluation)

- attributive features (bad/good)

- discreet features (diameter in mm,...)

- numeric features (amount of non-conformant parts in sample, ..)

What are
quality feature ?

Examples

Phases of Statistical Process Control: Machine
and Process Capability Analysis, Quality
Control

ANALYSE




Machine and Process Capability Analyses #e*
~

FAU

The aim of machine and process capability analyzes is to provide evidence that the machine or
manufacturing process is safely able to meet the specification (i.e. the specified limit values).

Machine Capability Studies can be carried out on the occasion of a machine acceptance test or as part of a
release process for a new prodiict (or a new process).

Process Capability Studies are carried out before the start of series production to release @ new product
(process) and during series production:

The results are determined statistically using random samples. The ability is assessed using determined
statistical parameters in the form of capability indices and the associated proportions of exceedances (error

namely by them with the

Tests for Normal Distribution

FAU

Chisquare Test

Kolmogorov-Smimov Test

Lillfors Test (modification of the Kolmogorov-Smimov test)
Cramér.von Mises Tost

Shapiro-Wilk Test

Jarque-Bora Tost

Q:Q Plot (descriptive review)

Maximum Likelihood Method (descriptive verification)

For example, Test detects
. the Jarque-Bera

(heavy tais’).

Q- plot for shorl,

The Maximum
fited normal disrbution

Calculation of Process Capability: C,, Value for

E
Normally Distributed Populations EMI |"_'@

Target Value Process Center
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Searched: Frequency Distribution of Quality
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Comparison of Process Capability Parameters
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Measures Depending on the Process Capability

C,w taking into Account Feature Classes

>1,33 Unproblematic Continuous quality improvement while
taking economic efficiency into account

1-133 Problematic Optimize Process
<1 Impossible 100% sorting inspection and process
improvement required at the same time

Critical Characteristic Cp> 1,33

Main Characteristic Cp> 1,17

condary Cpi> 1,00

Charateristic



Four-Field-Table according to Kirstein n > 125
measured Values have approximate Normal Distribution

Tusghul

Process|

Controlled

Not Controlled

G >133
e

stable

¢ >133
Gy <1,33

Not

zp:hl

G <133
=G

week 1

week3
week

G <133
G <1,33

CCy  Process capability index (long-time
n number of measured value per wee}

efficiency)
k
































































